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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Scope of Assessment

HPE CloudPhysics extracts configuration and resource utilization information from virtual environments
—at the market's most granular collection interval—for a wide array of data points, including Virtual
Machines, Physical Servers, Storage Arrays, and Network Infrastructure to help you identify existing or
potential problems that may affect your environment’'s productivity, and also highlight optimization
opportunities.

This report analyzed all 56 Datastores discovered in your environment by HPE CloudPhysics with the
following set of filters:

Infrastructure Scope

vCenters: All
Datacenter: All
Compute Cluster: All
Storage Cluster: Not in Any Cluster
Keyword: None
Any of Tags: None

Mon-defaults are marked in blue
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Executive Summary

This assessment was created by HPE: UKIMESA Region exclusively for'  CUSTOMER on
February 25, 2022. It analyzed 56 Datastores.
High-Level Results:

¢ The discovered shared storage inventory consists of 50 datastores with 173.62 TB total
capacity, including 173.62 TB VMF S and no NFS storage.

¢ 1 vendor and 1 model are identified.

¢ There are 50 datastores spanning multiple hosts.

¢ |IBM is responsible for the most capacity (173.62 TB) in your environment.
+ |IBM represents the largest number of datastores (50) in your environment.
¢ [BM hosts the most VMs (419) in your environment.

e Over the period of time ranging from 18 Feb 2022, 12:00 AM UTC+00:00 to 25 Feb 2022,
12:00 AM UTC+00:00 the following performance characteristics were observed

« Your environment's Average Growth Rate was 3.02 GB/day.
¢ 2 contentions.
¢ IBM has had the most contentions (2) in your environment.

« Your environment had an aggregate peak throughput of 1.17 GB/s and mean
throughput of 346.28 MB/s.

& Your environment had an aggregate psak IOPS of 32,719 and mean |OPS of 13,789.
* Your environment had a read/write request ratio of 71%/29%.

¢ 12 hosts will need to be replaced prior to a vSphere 7.0 upgrade; these hosts are fine now,
but they are incompatible with ESXi 7.0.

« You have VIMs with Operating System risk in your environment. 84 VMs are running
Operating Systems that are no longer supported by platform vendors.
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Shared Storage Analysis

We have profiled the capacity and performance characteristics of the selected datastores. The
discovered vendor landscape and aggregate performance breakdown for the period of time ranging from
18 Feb 2022, 12:00 AM UTC+00:00 to 25 Feb 2022, 12:.00 AM UTC+00:00 is detailed below.

Storage by Vendor (50 Datastores)

W Used Space Free Space Used Space Free Space Capacity Datastores
IBM e —————— 14160 TB 3202TB 173.627TB 50
0B 50TB 100 TB 150 TB 200TB 250 ... 141.60 TB 3202TB  173.62TB 50

Storage Metrics (50 Datastores)

Throughput IOPS Read/Write Request Ratio
1.17GB/s 32,719 T1% 1 29%

Peak Peak

346 26MB/s 13,769

Mean Mean
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Shared Storage Analysis (cont'd)

The charts below depict the aggregate performance characteristics in detail from the period of time
ranging from 18 Feb 2022, 12:00 AM UTC+00:00 through 25 Feb 2022, 12:00 AM UTC~+00:00.

Peak Datastore Throughput (50 Datastores) Pl D e T

976.56 MB/s
488.28 MB/s

0 Bis
18 Feb 19 Feb 20 Feb 21Feb 22 Feb 23 Feb 24 Feb 25 Feb

Peak Datastore IOPS (50 Datastores) o Tk iatasiass IS

30,000
20,000

10,000

18 Feb 19 Feb 20 Feb 21 Feb 22 Feb 23 Feb 24 Feb 25 Feb

Peak Datastore Latency (50 Datastores) » Peak Datastore Latency

4.00 ms
IS \VW‘\JM\V\A\/\F‘/\/\/\NM\
0.00 ms

18 Feb 19 Feb 20 Feb 21 Feb 22 Feb 23 Feb 24 Feb 25 Feb
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Shared Storage Analysis (cont'd)

Most organizations depend on shared storage to support and drive operational efficiencies of their

HPE CloudPhysics

Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

current data center; different vendors, models, and configurations can make a significant difference in
the performance of your applications.

The following sections provide breakdowns and insights of your shared storage inventory using the
following parameters:

e Storage capacity and usage

& Storage touchpoints (a measure of your relative reliance on specific storage attributes)

e Storage performance (represented by /O contention™ events over the last 7 days)

Shared Storage by Vendor

0 itted Contenti
Vendor Capacity Used Space Free Space e Datastores Hosts VMs e
Space over 7 days
IBM 17362 TB 14160 TE 3202 7B 722TE 50 536 419 2
MNotable Insights:

¢ |IBM is responsible for the most capacity (173.62 TB) in your environment.

+ |IBM represents the largest number of datastores (50) in your environment.

¢ [BM hosts the most VMs (419) in your environment.

¢ |IBM has had the most contentions (2) in your environment.

ce of the
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Shared Storage Analysis (cont'd)
Shared Storage by Volume Type

Storage volume types offer differing functionalities to the hypervisor. Natively, VMware provides VIMFS
volume type to offer shared storage for most storage vendors. Network based storage solutions like
NF5, Virtual Volumes, and VMware vSAN may offer additional features. ViMware VMFS is a block level
file system while NFS is a file level file system. VMFS allows for single files to be locked at a block level
and reduces contentions while NF5 can only lock at a file level there by potentially increasing the risk of
storage contention. VIMFS typically is a direct attached storage solution while NFS offers network based
connectivity to the storage. NFS may be able to automatically extend storage as well as provide
deduplication, offering greater flexibility and efficiency in using the storage system.

0] itted Contenti
Volume Type Capacity Used Space Free Space vercomm™e? | Datastores Hosts s T
Space over 7 days
VMFS 173.62 TB 141.60 TB 32.02TB 722TB 50 536 419 2
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Shared Storage Analysis (cont'd)
Shared Storage by Vendor and Model

Q itted
Vendor Model Capacity Used Space Free Space ver{:omr;l]aze Datastores

Hosts

VMs

Contentions
over 7 days

1BM 2145 17362 TB 14160 TB 32.02TB T22TB 50

536

419

2

9 of 27







HPE CloudPhysics

Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Host Inventory Summary and vSphere 7.0 Upgrade
Considerations

As part of the public cloud migration analysis, HPE CloudPhysics also looked for other issues in the data
center that might indicate that the time is right to consider public cloud migration. For instance,
CUSTOMER may need, or may soon need, to upgrade some of its hardware infrastructure.

In total, across the entire vSphere environment, CUSTOMER  currently has

+ 1 hosts that are not in VMware’s hardware compatibility list (HCL) at all: non-HCL hosts should be
replaced/retired immediately, or their workloads should be ported to another environment.

e 2 hosts that are in the current HCL, but are running versions of ESXi that they do not support;
hosts running ESXi versions that they do not support should be replaced/retired immediately, or
their workloads should be ported to another environment.

+ 12 hosts that will need to be replaced prior to a vSphere 7.0 upgrade; these hosts are fine now,
but they are incompatible with ESXi 7.0.

Server Models (14 Hosts)

B Proliant DL380p Gen8 10
B ProLiant DL360 G7 2
B Proliant DL380 Gen9 1
B ProLiant DL380 G6 1

Hypervisor Releases (14 Hosts)
Support Ends Technical Guidance Ends

esxiss 3 |G 19 Sep 2018 19 Sep 2020
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Operating System Summary

Guest OS Breakdown (400" VMs)

B Windows Server 2012 81
B Windows Server 2008 67
B Windows 10 57
B Windows Server 2016 53
B SUSE Linux 18
B Additional OSs 37

"87 VMs excluded due fo incomplete data

End of Support (400 V\s)

300
ik 143 173
100 84
lm o 0
0

Already ended < 3 months 3 - 6 months > 6 months Unknown
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Appendix A: vCenter Summary for entire environment

vCenters Clusters Datastores
*
2 4 0 o6
Clustered  Standalone
Datacenters Storage Clusters VMFS 56
2 0 NFS 0
Networks
3 1 Total Storage 179.09 TB
Free Storage 3576 TB
Hosts Memory Virtual Machines
14 0 Virtual 27378 400
Clustered  Standalone Physical 295 TB
on 13 On 294
Off 0 CPUs Off aa
Maintenance 1 Virtual 1144 Suspended 0
Physical Cores 168 Templates 8
Avg. Consolidation Ratio
22.6:1 vMs (on) : Hosts (on)

*One or more VIMware vGenters are not running the most recent version and may require to be
upgraded. Upgrading to the most recent VMware vCenter version will be required to support the
most recent VMware ESXi release and supporting services.
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis

Datastores by Contentions

The datastores with the top contentions over the past 7 days is an indicator of datastores with too many
high 1/O workloads. Consider distributing the high I/O VYMs to dedicated datastores to increase
performance of your negatively impacted workloads.

Contenti
Datastore Vendor Model Volume Type e VMs
over T days
CLO01-w3700-2_DFS06 IEM 2145 VMFS 1 il
CLO1-V3700-3_DEV04 IEM 2145 VMFS 1 19
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by VM Count

Datastores with significant numbers of ViMis may experience significant contention if several VMs
attempt to read or write at the same time. This is common in Virtual Desktop (VDI) environments where
several virtual machines may boot or be refreshed at the same time. Backups and snapshots may also
contribute to performance bottlenecks on the shared storage if frequent communications occur
simultaneously.

Datastore Vendor Model Volume Type VMs
F5_CLO01-V3700-4_DFS03 IEM 2145 VMFS 24
RESERVED_CLO01-V3700-2_06 IBEM 2145 VMFS 22
CLO1-v3700-2_DEVD1 IBEM 2145 VMFS 21
CLO1-V3700-3_DEVD4 IBEM 2145 VMFS 19
CLO1-w3700-2_01 IBEM 2145 VMFS 19
CLO1-V3700-2_06 IBM 2145 VMFS 18
CLO1-V3700-5_DEV(01 IEM 2145 VMFS 18
CLO1-w3700-4_DEVO1 IBEM 2145 VMFS 18
CLO1-V3700-3_03 IBM 2145 VMFS 15
CLO1-V3700-2_08 IEM 2145 VMFS 14
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Assessment Report for 56 Datastores in your environment

Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by Capacity

This is where the largest portion of defined disk is being consumed by VMware vSphere.

Datastore Vendor Model Volume Type Capacity Free Space | Used Space % VMs
FS_CL01-V3700-2_DFs01 IBM 2145 VMFS 20.00 TB 509.95 GB 98% 1
NEX_PRK-V5010-STORE02-01 IBM 2145 VMFS 10.00 TB 1.00TB 90% 1
NEX_PRK-V5010-STORE03-01 IEM 2145 VMFS 10.00 TB 1.00 TB 90% 1
FS_CLO1-V3700-3_05 IBM 2145 VMFS 10.00 TB 543.71 GB 95% 1
FS_CLOM-V3T700-4_DF302 IBM 2145 VMFS 8.00TB 284.73 GB 89% 2
F3_CLO01-V3700-3_DFS02 IBEM 2145 VMFS 8.00TB 958.57 GB 858% 1
F5_CLO01-V3700-2_DFs02 IBM 2145 VMFS 5.00TB 1.70 TB 79% 1
F5_CLO01-V3700-4_DFS03 IBM 2145 VMFS 6.95TB 277 TB 60% 24
FS_CLO1-V3700-5_04 IBM 2145 VMFS 500TB 99232 GB 21% 3
EPOS_SCCM_CL01-V3700-2_DFS05 IBM 2145 VMFS 400TB 1.31TB 67% 4
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Assessment Report for 56 Datastores in your environment

Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)

Top Ten Datastores with Most Free Space

Datastores with significant free space often fall into two categories: new datastores or underutilized
datastores. The following table details the top datastores that currently have the most space available

and are potential space saving opportunities in the data center.

Datastore Vendor Model Volume Type Capacity Free Space VMs
FS_CLMM-V3T00-4_DFS03 IBM 2145 VMFS 695 TB 277TB 24
FS_CL01-V3700-2_DFS02 IBM 2145 VMFS 8.00TB 1.70TB 1
EPOS_CLO1-V3T00-3_DFS03 IBM 2145 VMFS 200TB 1.50TB 1
SQL_CLO01-V3700-5_DFS05 IBM 2145 VMFS 200TB 141TB 2
F3_CLO1-V3700-5_DFS04 IBM 2145 VMFS 200TB 1.327TB 1
EPOS_SCCM_CLO01-V3700-2_DFS05 IBM 2145 VMFS 400 TB 131 7TB 4
NEX_PRK-V5010-STORE02-01 IBM 2145 VMFS 10,00 TB 1.00TB 1
NEX_PRK-V5010-STORED3-01 IBM 2145 VMFS 10,00 TB 1.00TB 1
CLO1-V3700-3_DEVD4 IBM 2145 VMFS 243TB 099 TB 19
FS_CLO1-V3700-5_04 IBM 2145 VMFS 500 TB 992.32 GB 3
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)

Top Ten Datastores with Least Free Space

Datastores with insufficient free space as a percentage of disk are at risk of running out of capacity in
the near future and causing VM failures and data corruption. The following table details the top

datastores that currently have the least space available and should be reviewed frequently based on
storage growth.

Datastore Vendor Model :;-Ln.;me Capacity Free Space | Used Space % Gm:'t:er;::: VMs
CERT NN O IBM 2145 VMFS 2.007TB 105.10 GB 95% |  11.55 GBIday 19
CLIEVIINGA BES0S Ty 2145 VMFS 2.00TB 312.35 GB 85% |  6.70 GBIday g
CL01-V3700-5_02 IBM 2145 VMFS 2.00TB 328.77 GB 84% 299 KBlday 5
ELRINGA 03 IEM 2145 VMFS 200TE 329.25 GB 84% |  -1.98 MBiday 5
CLEIVET0 08 IBM 2145 VMFS 2.00TB 331.20 GB g4% | 42573 MBIday 18
CL01-V3700-5_01 IBM 2145 VMFS 2.00TB 338.78 GB 83% |  -1.07 MBiday 12
Eo  o1VaT00-2.DF | gy 2145 VMFS 200TB 24673 GB 83% No growth 1
CERIERGHN- 100 IEM 2145 VMFS 200TE 346.92 GB 83% | 227 MBiday 5
CERIENSTO0S 05 IBM 2145 VMFS 2.00TB 356.03 GB 83% 233 KBlday 5
B b £ B IBM 2145 VMFS 2.00TB 357.07 GB 83% 357 GBlday 12
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Datastores by Overcommitted Space

HPE CloudPhysics

Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)

This occurs when thin provisioned VMs are defined but are not fully consuming their defined resources.

This poses a risk for substantially overcommitted volumes with large storage growth rates.

Overcommitting a volume can save considerable space for slow growing datastores or workloads but at
the risk of running out of resources over time.

Datastore Vendor Model \T!:::;me Capacity Overcomr;:)t;i: Free Space Gm;‘;e;;glz
EPOS_CLO1-V3T00-5_07 IEM 2145 VMFS 200TB 5.07 TB (254%) 368.72 GB | -T04.71 MB/day
RESERVED_CLO1-V3700-2_06 IEM 2145 VMFS 200TB| 718.61 GB (35%) 77492 GB 33.85 GB/day
CLO1-V3700-5_DFS03 IEM 2145 VMFS 200TEB | 396.64 GB (19%) 42218 GB | 203.27 MB/day
CLO1-V3T00-3_01 IEM 2145 VMFS 200TB | 299.45GB (15%) 45275 GB | 292.91 MB/day
CLO1-V3700-2_05 IBM 2145 VMFS 200TB | 290.65 GBE (14%) 39930 GB | -263.87 MB/day
CLO1-w3700-2_01 IBM 2145 VMFS 200TB| 219.67 GB (11%) 105.10 GB 11.55 GB/day
FS_CLOM-V3T00-4_DFS03 IEM 2145 VMFS 6.95TB 204.06 GB (3%) 277TB 105.86 GB/day
CLO1-V3700-5_05 IBM 2145 VMFS 200TB 73.48 GB (4%) 357.07 GB 3.57 GB/day
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)

Top Ten Datastores by Growth Rate

Datastores can fill up quickly if not monitored. Datastores that have frequent writes and changes are
most likely to fill up quickly. When a datastore runs out of capacity, virtual machines will start to fail when
they are unable to write data to their virtual disks. The following are the fastest growing datastores.

Datastore Vendor Model Volume Type Free Space Gm:'t\:rﬂafi: VMs
F3_CLO1-V3700-4_DFS03 IBM 2145 VMFS 2T TB 10586 GBE/day 24
RESERVED_CLO01-V3700-3_06 IBM 2145 VMFS 77492 GB 33.85 GB/day 22
CLO1-w3700-2_01 IBM 2145 VMFS 105.10 GB 11.55 GB/day 19
CLO1-V3700-3_03 IBM 2145 VMFS 37343 GB 7.26 GB/day 15
CLO1-V3700-3_DFS05 IBM 2145 VMFS 312.35 GB 6.70 GE/day 2
CLO1-V3700-3_DFS04 IBM 2145 VMFS 401.99 GB 5.36 GB/day 12
CLO1-V3700-5_05 IBM 2145 VMFS 357.07 GB 3.57 GB/day 12
CLO1-V3700-5_DEV01 IBM 2145 VMFS 430.04 GB 3.37 GBlday 18
EPOS_SCCM_CLO01-V3700-2_DFS05 IBM 2145 VMFS 1.3 TB 2.92 GB/day 4
CLO1-V3700-4_DEVO1 IBM 2145 VMFS 444 86 GB 2.45 GB/day 18
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by Shrink Rate

When VIMs are deleted or dead space from thin provisioned disks is reclaimed, a datastore can gain
capacity. The following are datastores that are freeing up space the fastest.

Datastore Vendor Madel Volume Type Free Space Gm:'tfrﬂaaa: VMs
EPOS_CL01-V3700-3_DFS03 IBM 2145 VMFS 1.50 TB -29.84 GB/day 1
CLO1-V3700-2_DEVOD1 1BM 2145 VMFS 935.20 GB -4.38 GE/day 21
EPOS_CLO1-V3700-5_07 1BM 2145 VMFS 368.72 GB | -704.71 MB/day 1
SaL_CLO01-V3r00-3_07 IBM 2145 VMFS 513.62 GB | -585.32 MB/day 1
CLO1-V3700-2_03 IBM 2145 VMFS 436.02 GB | -393.94 MB/day 13
CLO1-V3700-2_05 1BM 2145 VMFS 399.30 GB | -263.87 MB/day "
CLO1-V3700-2_07 IBM 2145 VMFS 409.64 GB | -204.67 MB/day 12
CLO1-V3700-5_06 IBM 2145 VMFS 437.43 GB -79.41 MB/day 14
CLO1-V3700-4_03 IBM 2145 VMFS 329.25 GB -1.98 MB/day ]
CLO1-V3700-5_01 IBM 2145 VMFS 338.78 GB -1.07 MB/day 12
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Top Ten Datastores by Peak Throughput

HPE CloudPhysics

Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)

Assessment Report for 56 Datastores in your environment

Datastores with significant number of VIMs or with high performance YIMs will generate significant
throughput. Large throughput datastores can often benefit from migration from lower speed storage to
new high speed and cache enabled storage systems.

Datastore Vendor Model Volume Type Thmug:‘:ll:: Througn:lT:: VMs
EPOS_CL0M-V3IT00-5_07 IBM 2145 VMFS 594.13 MB/s 9.53 MB/s 1
RESERVED_CLO1-V3700-2_06 IBM 2145 VMFS 547.00 MB/s 13.04 MB/s 22
F5_CLO01-V3700-4_DFS03 IBM 2145 VMFS 534.97 MB/s 25.47 MBis 24
CLO1-V3700-3_DFS05 IBM 2145 VMFS 529.25 MB/s 4.70 MB/s 2
EPOS_CLO1-V3T00-4_10 IBM 2145 VMFS 511.28 MB/s 24.04 MB/s 1
CLO1-V3700-5_DEVO01 IBM 2145 VMFS 4594 .26 MB/s 8.71 MB/s 18
FS_CLOM-V3700-5_DFS02 IBM 2145 VMFS 439.60 MB/z 2.91 MB/s 1
CLO1-V3700-5_02 IBM 2145 VMFS 436.04 MBIz 10.03 MB/s 5
CLO1-V3700-4_DEV01 IBM 2145 VMFS 41317 MB/s 12.59 MB/s 18
EPOS_SCCM_CLO01-V3T700-2_DFS05 IBM 2145 VMFS 407.84 MB/z 7.83 MB/s 4
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by Peak Read Throughput

The following datastores have the greatest Peak Read Throughput and may benefit most from larger
cache or S5SD, NVMe, and high speed storage arrays.

Datastore Vendor Maodel Volume Type Tﬁf::giiaudt Tﬂ::gi:ﬂ VMs
EPOS_CLO1-V3IT00-5_07 IBM 2145 VMFS 594.13 MB/s 8.27 MB/s 1
CLO1-V3700-3_DFS05 IBM 2145 VMFS 526.72 MB/z 3.23 MB/s 3
EPOS_CLO1-V3T00-4_10 IBM 2145 VMFS 506.19 MB/z 21.35 MBls 1
CLO1-V3700-5_DEV01 IBM 2145 VMFS 493.43 MB/s 5.53 MB/s 18
CLO1-V3700-4_DEVO01 IBM 2145 VMFS 412.01 MB/s 7.80 MB/s 18
CLO1-V3700-4_07 IBM 2145 VMFS 378.56 MB/z 2.28 MB/s 5
F3_CLO1-V3700-4_09 IBM 2145 VMFS 376.16 MB/s 1.45 MEB/fs 1
F5_CLO01-V3700-2_DFs01 IBM 2145 VMFS 329.73 MBis 10.74 MB/s 1
CLO1-V3700-5_02 IBM 2145 VMFS 279.51 MB/s 6.17 MB/s 5
RESERVED_CLO1-V3700-3_06 IBM 2145 VMFS 276.00 MB/s 11.39 MB/s 22
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Assessment Report for 56 Datastores in your environment
Storage Cluster: Not in Any Cluster

Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by Peak Write Throughput

The following datastores have the greatest Peak Write Throughput and will benefit most from pre-

allocated blocks and thick provisioned volumes and disks.

Datastore Vendor Model Volume Type el W o VMs
Throughput Throughput
CLO1-w3700-4_02 IBM 2145 VMF3S 395.06 MBE/= 416 MBls 12
CLO1-V3T00-2_1 IBM 2145 VMFS 272.53 MB/s 4.89 MB/s 19
RESERVED_CL01-V3700-3_06 IBM 2145 VMF3S 271.00 MB/= 1.65 MB/s 22
FS_CLO1-V3700-4_DF303 IBM 2145 VMFS 266.03 MB/s 3.43 MB/s 24
CL01-w3700-3_DF305 IBM 2145 VMFS 237.65 MB/s 1.43 MB/s 2
CLO1-w3700-5_02 IBM 2145 VMFS 232.43 MB/s 3.86 MB/s 5
FS_CLO01-V3700-5_DF302 IBM 2145 VMF3 221.74 MB/s 802 KB/s 1
FS_CLO01-V3700-2_DFS01 IBM 2145 VMFS 218.75 MB/s 9.22 MB/s 1
EPOS_CLO1-V3700-4_10 IBM 2145 VMFS 218.34 MB/s 2.70 MBls 1
EPOS5_SCCM_CLO01-V3700-2_DFS05 IBM 2145 VMFS 181.27 MB/s 2.86 MB/s 4
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Assessment Report for 56 Datastores in your environment
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Appendix B: Detailed Shared Storage Analysis (cont'd)
Top Ten Datastores by Peak IOPS

While throughput is an indicator of volume, I0OPS is an indicator of frequency of communication. High
IOPS to a datastore increases the potential for storage contention.

Datastore Vendor Model Volume Type Peak IOPS Mean IOPS VMs
CLO1-W3700-4_02 IEM 2145 VMFS 10,637 21113 12
CLO1-V3700-3_DFS05 IEM 2145 VMFS 9,474 179.73 8
SaL_CL01-V3700-2_07 IEM 2145 VMFS 9,208 95.35 1
CLO1-W3700-5_02 IEM 2145 VMFS 7,692 274071 5
CLO1-V3700-4_DEVD1 IEM 2145 VMFS 7,027 314.40 13
CLO1-V3T00-4_01 IEM 2145 VMFS 6,062 235171 12
CLO1-V3700-5_05 IBM 2145 VMFS 5,745 281.68 12
EFPOS_CLO1-V3700-4_10 IEM 2145 VMFS 5,461 389.38 1
CLO1-V3700-2_01 IBM 2145 VMFS 5454 416.48 19
FS_CLO1-V3700-3_05 IBM 2145 VMFS 5,201 445.08 1
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Appendix B: Detailed Shared Storage Analysis (cont'd)

Datastore latency increases as throughput and 10OPS increase. If significant number of VMs attempt to
read and write at the same time, latency will increase. In addition, if a storage subsystem has too few
spinning disks or undersized interfaces, latency will also increase. Datastores with significant latency
should be reviewed for optimization and distribution of VMs._ If the VM count is low and IOPS is low, the
storage array and interface may be undersized for the frequency of reads and writes generated by the

virtual environment.

Datastore Vendor Model Volume Type Peak Latency | Mean Latency VMs
CLO01-w3700-2_DEV01 IBEM 2145 VMFS 341 ms 422 ms 21
CLO1-w3700-2_03 IBM 2145 VMF3S 719 ms 191 ms 13
CLO1-w3700-2_DFS06 IBEM 2145 VMFS 685 ms 1.32 ms "
CLO1-V3700-3_DEVO04 IBM 2145 VMFS 547 ms 3.08 ms 19
CLO1-w3700-5_06 IBM 2145 VMF3S 540 ms 0.26 ms 14
CLO1-w3700-2_02 IBEM 2145 VMFS 537 ms 1.75ms 9
CLO1-w3700-3_01 IBM 2145 VMFS 505 ms 1.23 ms 7
CLO1-V3700-2_06 IBM 2145 VMFS 440 ms 1.37 ms 18
CLO1-w3700-5_DEVD1 IBM 2145 VMFS 402 ms 1.72 ms 18
CLO1-V3700-4_DEVOD1 IBM 2145 VMFS 296 ms 1.32 ms 18
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Appendix B: Detailed Shared Storage Analysis (cont'd)
Datastores by Peak Outstanding /O Requests

As a host becomes busy or a storage array becomes saturated with /O requests, the VMware
hypervisor will gueue up storage requests. High outstanding storage request numbers are an indicator
that the datastore or the array interface may be undersized for the type of reads and writes performed. It
may also be an indicator that too many VMSs are trying to read or write at the same time. Distributing
WMs and storage can reduce this outstanding request count. A high peak /O requests with a high mean
may indicate a system problem while a high peak I/O requests with a very low mean may indicate a one
time storage events.

Top Ten VMFS Datastores

Peak Mean
Datastore Vendor Moaodel Outstanding QOutstanding VMs

Requests Requests
CLO1-V3700-4_02 IEM 2145 1,155.53 0.60 12
EPOS_CLO1-V3IT00-4_10 IEM 2145 120.43 3.82 1
CLO1-V3700-2_DEV(01 IBM 2145 81.66 1.79 21
CLOM-V3700-3_DEVD4 IEM 2145 63.12 128 19
SQL_CL01-V3700-3_07 IEM 2145 57.78 0.26 1
CLO1-V3700-5_DEV01 IBM 2145 54.07 0.48 18
EPOS_CLO1-V3T00-5_07 IBM 2145 4520 0.43 1
CLO1-V3700-3_DFS04 IBIM 2145 46.75 0.65 12
EPOS_SCCM_CLO01-V3700-2_DFS05 IBM 2145 4593 0.29 4
CLO1-V3700-5_05 IBM 2145 37.32 0.54 12
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